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Language Acquisition

“For languages to survive as complex cultural

systems, they need to be learnable.“ (Ibbotson et al. 2019)

?



How do children acquire language(s)

Complexity of languages is remarkable - Different research 
traditions

ü children acquire languages by 
actively constructing complexity 
(e.g. Tomasello 2003) à
piecemeal acquisition

ü children are equipped 
with pre-existing 
experience (e.g. Chomsky 
1965)
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Basic assumptions:  

1. Language acquisition is primarily based on the linguistic 
input that learners receive from their social environment. 

2. Drawing upon their social-cognitive abilities, learners 
derive linguistic patterns from the language input and 
gradually generalize the rules of the respective 
language(s). 

Tomasello (2009)

Language acquisition from a usage-based perspective

Humans are exquisitely adept at finding patterns in 
language. 



Building up language(s)

Grafik: https://www.plantvision.se/wp-content/uploads/2018/05/Pattern-Recognition-e1527681213449.jpg
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• Key assumptions are the ability to recognize patterns 
(Tomasello 2009; pattern finding) and,

• the pattern-based nature of the input (e.g., Cameron-
Faulkner et al. 2003; Behrens 2006; Christiansen & Chater 2008).



Ø patterns in child-directed speech (CDS) are a significant 
predictor of patterns used by children (e.g., Ambridge et al., 
2015; Lieven, Pine & Baldwin, 1997  Diessel, 2007; Tomasello, 
2003)

Study

Four stages of construction acquisition according to Tomasello (2003)

children are able to extract linguistic 
knowledge from the input they receive and in 

a piecemeal way gradually build up 
complexity



How to account for patterns?

Traceback Chunk-based learner

Dynamic Network 
Model

Frequency Filter



ü Dynamic Network Model (DNM) boils down to a combination 
of two measures: 

ü word frequencies 
ü transition probabilities

Dynamic Network Model

I want cake.
I want milk. 

Network builds up patterns of use based on 
distributional information
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What are you eating
What are you playing
What are you reading
What are you x-ing



Data - Bilingual Corpora

🇩🇪🇬🇧
Silvie

2;4 - 3;10 
NCHI = 65.473
NInput= 140.387

🇩🇪🇬🇧
Fion

2;3 - 3;11
NCHI = 47.928
Ninput = 180.292

Language Proportions



Construc)ng a DNM

ü Breaking down the child data into bigrams (as Ibbotson 
et al. 2019 did for CDS)

ü Constructing a network from transitional probabilities 
between each two words (using igraph, Csardi & Nepusz 
2006)

ü Community detection using the Louvain method 
(Blondel et al. 2008) as implemented in Gephi (Bastian 
et al. 2009)

ü Visualization using Gephi



Results CDS

Results of a community detection algorithm run over the bigrams attested at least 5 
times in the child-directed speech of Fion and Silvie. Red labels indicate German 



Fion CDS: Largest clusters



Fion CDS: Largest clusters



Fion CDS: Largest clusters



Results Child Speech: Fion

02;03-02;09 02;10-03;04 03;05-03;11



Results Child Speech: Fion

02;03-02;09



Results Child Speech: Fion

02;10-03;04



Results Child Speech: Fion
03;05-03;11



Fion: Code-mixing bigrams

02;03-02;09 02;10-03;04 03;05-03;11



Fion: Code-mixing bigrams

02;03-02;09



Fion: Code-mixing bigrams

02;10-03;04



Fion: Code-mixing bigrams

03;05-03;11



§ Dynamic network algorithm from Ibbotson et al. (2019) can be fruitfully 
applied to child data

§ “there are several tightly interconnected clusters with some nodes acting 
as bridges or hubs to other densely connected clusters” (Ibbotson et al. 2019)

§ OPOL input forms clearly distinct “islands” à forced language separation
§ Child data displays “hubs“ reflecting patterns of use
§ in the case of code-mixing data, it points to the "pivots" that are 

particularly important for language switches
§ in the case of Fion's data, they also point to the re-organization of his 

"network" due to his shift from German to English
§ The network "hubs" show how the code-mixing patterns change over 

time.

Conclusion

holistic networks capture the full linguistic repertoire



oh das war too much

I am alle
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